
Psychologische Forschungsmethoden

BSc Philosophie-Neurowissenschaften-Kognition WiSe 2022/23

BSc Psychologie WiSe 2022/23

Prof. Dr. Dirk Ostwald



(2) Psychologische Forschung



Einführung

Beispiele grundlagenorientierter psychologischer Forschung

Beispiele anwendungsorientierter psychologischer Forschung

Selbstkontrollfragen

Psychologische Forschungsmethoden | © 2023 Dirk Ostwald CC BY-SA 4.0 | Folie 3



Einführung

Beispiele grundlagenorientierter psychologischer Forschung

Beispiele anwendungsorientierter psychologischer Forschung

Selbstkontrollfragen

Psychologische Forschungsmethoden | © 2023 Dirk Ostwald CC BY-SA 4.0 | Folie 4



Einführung

Psychologie

Wissenschaft des menschlichen Erlebens, Verhaltens und Handelns

Beschreiben

➢ Benennen und Klassifizieren neuropsychologischer Phänomene

Erklären

➢ Entwicklung mechanistischer neuropsychologischer Modelle

Vorhersagen

➢ Prognose zukünftigen Erlebens, Verhaltens und Handelns

Verändern

➢ Prävention, Diagnose, Behandlung psychiatrischer Erkrankungen
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Einführung

Theorie

Vorhersage

Beobachtung

Analyse

Naturwissenschaftlicher Prozess

DeduktionInduktion

Allgemeiner Fall

Spezieller Fall
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&
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Psychologie

Quantitative
Forschung

Digitalisierung

Maschinelles
Lernen
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Einführung

Grundlagenforschung

• Verstehen der mechanistischen Zusammenhänge eines Gegenstandbereichs.

• Verstehen, wie und warum etwas funktioniert, wie es funktioniert.

• Wissensbasierte intuitive Generation neuer mechanistischer Ideen.

• Quantitative Überprüfung der generierten Ideen im empirischen Kontext.

• Kommunikation und rationale Diskussion der Ideen und ihres empirischen Supports.

Anwendungsforschung

• Verstehen, welche Form von Intervention ein gewünschtes Ergebnis hervorbringt.

• Verstehen, wie etwas verändert werden kann ohne notwendig, zu verstehen, wie es funktioniert.

• Wissensbasierte intuitive Generation neuer Interventionsformen.

• Quantitative Überprüfung von Interventionen im empirischen Kontext.

• Kommunikation und rationale Diskussion der Interventionen und ihres empirischen Supports.
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Erklären und Vorhersagen menschlichen Verhaltens

Erklären und Vorhersagen menschlichen Verhaltens
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Abstract
Humans often face sequential decision-making problems, in which information about the environmental reward structure
is detached from rewards for a subset of actions. In the current exploratory study, we introduce an information-selective
symmetric reversal bandit task to model such situations and obtained choice data on this task from 24 participants.
To arbitrate between different decision-making strategies that participants may use on this task, we developed a set of
probabilistic agent-based behavioral models, including exploitative and explorative Bayesian agents, as well as heuristic
control agents. Upon validating the model and parameter recovery properties of our model set and summarizing the
participants’ choice data in a descriptive way, we used a maximum likelihood approach to evaluate the participants’ choice
data from the perspective of our model set. In brief, we provide quantitative evidence that participants employ a belief
state-based hybrid explorative-exploitative strategy on the information-selective symmetric reversal bandit task, lending
further support to the finding that humans are guided by their subjective uncertainty when solving exploration-exploitation
dilemmas.

Keywords Bandit problem · Agent-based behavioral modeling · Exploration · Exploitation

Introduction

Uncertainty is an inherent part of real-life sequential
decision-making. Humans often face new and changing
situations without being able to directly observe the
statistical regularities of the environmental reward structure.
Consequently, in their quest to maximize their cumulative
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rewards, humans have to alternate between exploration and
exploitation. Exploration refers to decisions that maximize
information gain and thus reduce the uncertainty about
the statistical regularities of the environment. Exploitation
refers to decisions that maximize reward gain by harnessing
the accumulated knowledge.

A standard behavioral test bed to study sequential
decision-making under uncertainty is the bandit paradigm
(e.g., Robbins 1952; Brand et al. 1956; Brand & Woods
1957; Berry & Fristedt 1985; Cohen et al. 2007; Even-
Dar et al. 2006; Dayan & Daw 2008; Bubeck et al. 2009;
Gabillon et al., 2012). Two variants of the bandit paradigm
have been widely adopted to model real-life sequential
decision-making under uncertainty. We here refer to these
variants as the classical bandit paradigm (by some also
referred to as partial-feedback paradigm (c.f. Hertwig 2012;
Wulff et al. 2018) and the pure exploration paradigm
(by some also referred to as sampling paradigm, ibid.).
In both variants, on each trial, the deciding agent has to
choose among a finite set of actions with different expected
reward values and subsequently observes a reward with
probability specific to the chosen action. While the actions’
expected rewards are not directly observable, the agent

Horvath et al. (2021)
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Erklären und Vorhersagen menschlichen Verhalten

Gegenstandsbereich und Phänomen

Menschen müssen oft Entscheidungen unter Unsicherheit treffen

Menschen müssen manchmal informations- und gewinnbringende Handlungen abwägen

Übertragungsrate ↓

Eigener Status?

Übetragungsrate ↑

Eigener Status ✓

Symptome

• Wie gehen Menschen dabei vor?

• Wie lernen Menschen in solchen Situationen Entscheidungen zu treffen?

Horvath et al. (2021)
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Beispiel

Experimentelle Simulation

Verhaltensdatenaufnahme

https://pixnio.com/https://www.psychologische-hochschule.de/

Horvath et al. (2021)
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Erklären und Vorhersagen menschlichen Verhalten

Theorie

Künstliche Intelligenz - Artificial Agent

MAgent := (S, A, R, O, p(s1
1), p(s1

t+1|s1
t ), pat (ot|s1

t ), pat (rt|s1
t ), v, d)

• Dynamisches handlungsabhängiges generatives Modell

pa1:T (s1
1:T , o1:T ) = p(s1

1)
T∏

t=1

pat (ot|s1
t )p(s1

t+1|s1
t )

• Handlungsabhängige Zustandsschätzung (Belief State)

p
a1:t−1 (s

1
t |o1:t−1) =

∑
s1

t−1
p(s1

t |s1
t−1)p

at−1 (ot−1|s1
t−1)p

a1:t−2 (s1
t−1|o1:t−2)∑

s1
t

∑
s1

t−1
p(s1

t
|s1

t−1)p
at−1 (ot−1|s1

t−1)p
a1:t−2 (s1

t−1|o1:t−2)

Horvath et al. (2021)
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Erklären und Vorhersagen menschlichen Verhalten

Theorie

Künstliche Intelligenz - Artificial Agent

MAgent := (S, A, R, O, p(s1
1), p(s1

t+1|s1
t ), pat (ot|s1

t ), pat (rt|s1
t ), v, d)

• Handlungswertungsfunktion

v : A × [0, 1] → R, (a, b) 7→ v(a, b)

• Entscheidungsfunktion

d : R → A, v(·, b) 7→ d(v(·, b)) := arg max
a∈A

v(a, b)

Horvath et al. (2021)
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Erklären und Vorhersagen menschlichen Verhalten

Theorievarianten

A1 | Gewinnmaximierender Agent

vA1(a, b) := bEpa(rt|s1
t

=1)(rt) + (1 − b)Epa(rt|s1
t

=2)(rt)

⇒ Erwartete Belohung von a unter momentaner Zustandsschätzug bt = b

A2 | Informationsmaximierender Agent

vA2(a, b) :=
∑

ot

pa1:t−1,at=a(ot|o1:t−1)KL
(

pat−1,at=a(s
1
t+1|o1:t−1, ot)∥pa1:t−1 (s

1
t |o1:t−1)

)
⇒ Erwartete Bayesianische Überaschung von a unter momentaner Zustandsschätzug bt = b

A3 | Gewinn- und informationsmaximierender Agent

vA3(a, b) := λvA1(a, b) + (1 − λ)vA2(a, b)

⇒ Gewichtete Kombination der beiden Theoriealternativen

Horvath et al. (2021)
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Erklären und Vorhersagen menschlichen Verhalten

Datenvorhersage
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Beispiel

Datenanalyse
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Entwicklung mechanistischer neuropsychologischer Modelle

Entwicklung mechanistischer neuropsychologischer Modelle

RESEARCH ARTICLE

Neural surprise in somatosensory Bayesian

learning

Sam GijsenID
1,4☯*, Miro GrundeiID

1,4☯*, Robert T. Lange2,5, Dirk OstwaldID
3,

Felix Blankenburg1

1 Neurocomputation and Neuroimaging Unit, Freie Universität Berlin, Germany, 2 Berlin Institute of
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5 Einstein Center for Neurosciences, Berlin, Germany

☯ These authors contributed equally to this work.

* sam.gijsen@fu-berlin.de (SG); m.grundei@fu-berlin.de (MG)

Abstract

Tracking statistical regularities of the environment is important for shaping human behavior

and perception. Evidence suggests that the brain learns environmental dependencies using

Bayesian principles. However, much remains unknown about the employed algorithms, for

somesthesis in particular. Here, we describe the cortical dynamics of the somatosensory

learning system to investigate both the form of the generative model as well as its neural sur-

prise signatures. Specifically, we recorded EEG data from 40 participants subjected to a

somatosensory roving-stimulus paradigm and performed single-trial modeling across peri-

stimulus time in both sensor and source space. Our Bayesian model selection procedure

indicates that evoked potentials are best described by a non-hierarchical learning model

that tracks transitions between observations using leaky integration. From around 70ms

post-stimulus onset, secondary somatosensory cortices are found to represent confidence-

corrected surprise as a measure of model inadequacy. Indications of Bayesian surprise

encoding, reflecting model updating, are found in primary somatosensory cortex from

around 140ms. This dissociation is compatible with the idea that early surprise signals may

control subsequent model update rates. In sum, our findings support the hypothesis that

early somatosensory processing reflects Bayesian perceptual learning and contribute to an

understanding of its underlying mechanisms.

Author summary

Our environment features statistical regularities, such as a drop of rain predicting immi-

nent rainfall. Despite the importance for behavior and survival, much remains unknown

about how these dependencies are learned, particularly for somatosensation. As surprise

signalling about novel observations indicates a mismatch between one’s beliefs and the

world, it has been hypothesized that surprise computation plays an important role in per-

ceptual learning. By analyzing EEG data from human participants receiving sequences of

tactile stimulation, we compare different formulations of surprise and investigate the

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1008068 February 2, 2021 1 / 36
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Entwicklung mechanistischer neuropsychologischer Modelle

Theorie | The Bayesian Brain Hypothesis

General framework Kortikale und EEG Aktivität

EEG Aktivität und Prädiktionsfehler
BS 𝑦𝑡 ≔ KL(𝑝(𝑠𝑡−1|𝑦1:𝑡−1)||𝑝(𝑠𝑡|𝑦1:𝑡)))

https://doi.org/10.1371/journal.pcbi.1008068
https://doi.org/10.3389/fnrgo.2021.718699

https://doi.org/10.3389/fneur.2014.00228

Helmholtz (1867), Friston (2005), Ostwald et al. (2012), Gijsen et al. (2021)
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Entwicklung mechanistischer neuropsychologischer Modelle

Experimentelle Simulation

https://tics.wustl.edu/

https://easydb5.ovgu.de//

Ostwald et al. (2012), Gijsen et al. (2021)
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Entwicklung mechanistischer neuropsychologischer Modelle

Experimentelle Simulation

Fig 1. Experimental design and stimulus generation. A) Presentation of experimental stimuli using a roving-stimulus paradigm. Stimuli with two different

intensities are presented. Their role as standard or deviant depends on their respective position within the presentation sequence. B) Graphical model of data-

generating process. Upper row depicts the evolution of states st over time according to a Markov chain. The states emit observations ot (lower row), which themselves

feature second order dependencies on the observation level. C) Average proportion of resulting stimuli train lengths. Higher proportion of shorter trains for the fast

switching regime (R2; red) and more distributed proportion across higher train lengths for the slow switching regime (R1; blue).

https://doi.org/10.1371/journal.pcbi.1008068.g001

PLOS COMPUTATIONAL BIOLOGY Surprise in somesthesis

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1008068 February 2, 2021 5 / 36

Ostwald et al. (2012), Gijsen et al. (2021)
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Entwicklung mechanistischer neuropsychologischer Modelle

Theorie

over categories. Hidden Markov Models (HMMs), on the other hand, are able to capture the

dynamics of the hidden state with the transition probabilities of a Markov Chain (MC). Given

the hidden state at time t, the categorical observation ot is sampled according to the stochastic

matrix B 2 RM�K , containing the emission probabilities, p(ot|st). The evolution of the discrete

hidden state according to a MC, p(st|st−1), is described by the stochastic matrix A 2 RK�K . The

initial hidden state p(s1) is sampled according to the distribution vector p 2 RK . A, B are both

row stochastic, hence Aij, Bij� 0,
PK

j¼1
Aij ¼ 1 and

PM
j¼1
Bij ¼ 1. The graphical model

described by the HMM setup is thereby specified as depicted in Fig 3.

Fig 2. Dirichlet-Categorical model as a graphical model. Left: The stimulus probability model which tracks the hidden state vector determining the sampling process

of the raw observations. Middle: The alternation probability model which infers the hidden state distribution based on alternations of the observations. Right: The

transition probability model which assumes a different data-generating process based on the previous observations. Hence, it infersM sets of probability vectors αi.

https://doi.org/10.1371/journal.pcbi.1008068.g002

Fig 3. Hidden Markov model as a graphical model. Upper row depicts the evolution of states st according to the transition matrix Aðst Þ. The states emit

observational data (dotted rectangle) according to the probabilities specified in stochastic matrix Bðst Þ which depends on the type of inference. The stimulus

probability model infers the emission probabilities associated with the raw observations ot. The alternation probability model tracks the alternations of

observations with dt ¼ 1ot 6¼ot� 1
. The transition probability model assumes a data-generating process based on previous observations, with et coding for the

transitions between observations.

https://doi.org/10.1371/journal.pcbi.1008068.g003

PLOS COMPUTATIONAL BIOLOGY Surprise in somesthesis

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1008068 February 2, 2021 10 / 36

Datenvorhersage

dependent on the degree to which the regimes have been learned. BS is markedly distinct for

the two models due to the differently modeled hidden state. DC BS features many small

updates during the fast-switching regime, with more irregular, larger updates during the slow-

switching regime, while HMM BS expresses the degree to which an observation produces

changes in the latent state posterior. Finally, HMM CS is scaled by the confidence in the latent

state posterior, tending to greater surprise the more committed the model is to one particular

latent state, and lower surprise otherwise, such as at the end of the example sequence. Mean-

while, due to its static latent state, confidence for DC CS results only from commitment to

beliefs about the estimated transition probabilities between observations themselves, with rare

events causing drops in confidence. Taken together, the HMM regressors ultimately depend

on its posterior over latent states, and while this is absent for the DC, its regressors display dif-

ferences between the two regimes as a function of its integration timescale which in turn allows

it to accommodate its probability estimates to the currently active regime.

In an exploratory analysis, the trial-definitions of the GLM analysis of the individual elec-

trode-time point data were applied to the surprise readout regressors. This allowed for the der-

ivation of model-based predictions for the observed beta-weight dynamics of the ERP GLM.

First, we generated an additional 25000 sequences of 800 observations using the same genera-

tive model used for the subject-specific sequences. The averaged surprise readouts of these

simulated sequences yielded model-derived predictions, which allowed for a visual verification

of the presence of these predictions in the (200) experimental sequences. As each study subject

was exposed to 5 sequences, these sequences were grouped into sets of 5 (yielding 5000 simu-

lated subjects) to mirror the EEG analysis. Besides the HMM, we used the Dirichlet-Categori-

cal models with different values for the forgetting-parameter (‘no forgetting’, long, medium-

length and very short stimulus half-lives) (S2 Fig). To reduce the model-space, only TP1 mod-

els were used for this analysis.

Fig 5. Surprise readouts. A) Example sequence with ot in red, st in black with st = 0 for the slow-switching regime and

st = 1 for the fast switching regime, and the HMM filtering posterior ĝ tðstÞ in between. The rare catch-trials are not

plotted to facilitate a direct comparison between the HMM and DC models. B) The normalized probability estimates

of the HMM TP1 and DC TP1 model with an observation half-life of 95, displaying differences in estimates arising

from different adaptations to regime switches. C,E,G) The z-scored surprise readouts of the HMM TP1 models:

predictive surprise (PS), Bayesian surprise (BS), and confidence-corrected surprise (CS). D,F,H) The z-scored surprise

readouts of the DC TP1 models.

https://doi.org/10.1371/journal.pcbi.1008068.g005

PLOS COMPUTATIONAL BIOLOGY Surprise in somesthesis

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1008068 February 2, 2021 13 / 36

Gijsen et al. (2021)
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Entwicklung mechanistischer neuropsychologischer Modelle

Datenanalyse

Fig 10. Modeling results. Exceedance probabilities (φ) resulting from the random-effects family-wise model comparison. (A) Dirichlet-

Categorical (DC) model, Hidden Markov Model (HMM) and null model family comparison, thresholded at φ> 0.99 and applied for

data reduction at all further levels. (B) Family comparison within the winning DC family, thresholded at φ> 0.95: first and second order

transition probability models (TP1, TP2). (C) Family comparison within the winning DC family, thresholded at φ> 0.95: first order

transition probability (TP1), alternation probability (AP) and stimulus probability (SP) models and applied at the final level. (D)

Unthresholded protected exceedance probabilities (~φ) resulting from model comparison of surprise models within the winning DC TP1

family: Large discrete topographies show the electrode clusters of predictive surprise (PS) in red, Bayesian surprise (BS) in green and

confidence-corrected surprise (CS) in blue. White asterisks indicate ~φ > 0:95 of single electrodes. Small continuous topographies

display the converged variational expectation parametermβ. This parameter may be interpreted as a β weight in regression, indicating

the strength and directionality of the weight on the model regressor that maximizes the regressor’s fit to the EEG data (see S2 Appendix).

https://doi.org/10.1371/journal.pcbi.1008068.g010

PLOS COMPUTATIONAL BIOLOGY Surprise in somesthesis
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Fig 10. Modeling results. Exceedance probabilities (φ) resulting from the random-effects family-wise model comparison. (A) Dirichlet-

Categorical (DC) model, Hidden Markov Model (HMM) and null model family comparison, thresholded at φ > 0.99 and applied for 
data reduction at all further levels. (B) Family comparison within the winning DC family, thresholded at φ > 0.95: first and second order 
transition probability models (TP1, TP2). (C) Family comparison within the winning DC family, thresholded at φ > 0.95: first order 
transition probability (TP1), alternation probability (AP) and stimulus probability (SP) models and applied at the final level.  
Unthresholded protected exceedance probabilities (φ~) resulting from model comparison of surprise models within the winning DC TP1

family: Large discrete topographies show the electrode clusters of predictive surprise (PS) in red, Bayesian surprise (BS) in green and

confidence-corrected surprise (CS) in blue. White asterisks indicate ~φ > 0:95 of single electrodes. Small continuous topographies

display the converged variational expectation parametermβ. This parameter may be interpreted as a β weight in regression, indicating

the strength and directionality of the weight on the model regressor that maximizes the regressor’s fit to the EEG data (see S2 Appendix).

https://doi.org/10.1371/journal.pcbi.1008068.g010

PLOS COMPUTATIONAL BIOLOGY Surprise in somesthesis

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1008068 February 2, 2021 21 / 36
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a b s t r a c t

Background and aims: In the past decade, a large body of research has demonstrated that internet-based
interventions can have beneficial effects on depression. However, only a few clinical trials have compared
internet-based depression therapy with an equivalent face-to-face treatment. The primary aim of this study
was to compare treatment outcomes of an internet-based intervention with a face-to-face intervention for
depression in a randomized non-inferiority trial.
Method: A total of 62 participants suffering from depression were randomly assigned to the therapist-
supported internet-based intervention group (n¼32) and to the face-to-face intervention (n¼30). The 8 week
interventions were based on cognitive-behavioral therapy principles. Patients in both groups received the same
treatment modules in the same chronological order and time-frame. Primary outcome measure was the Beck
Depression Inventory-II (BDI-II); secondary outcome variables were suicidal ideation, anxiety, hopelessness and
automatic thoughts.
Results: The intention-to-treat analysis yielded no significant between-group difference (online vs. face-to-face
group) for any of the pre- to post-treatment measurements. At post-treatment both treatment conditions
revealed significant symptom changes compared to before the intervention. Within group effect sizes for
depression in the online group (d¼1.27) and the face–to-face group (d¼1.37) can be considered large. At
3-month follow-up, results in the online group remained stable. In contrast to this, participants in the face-to-
face group showed significantly worsened depressive symptoms three months after termination of treatment
(t¼�2.05, df¼19, po.05).
Limitations: Due to the small sample size, it will be important to evaluate these outcomes in adequately-
powered trials.
Conclusions: This study shows that an internet-based intervention for depression is equally beneficial to regular
face-to-face therapy. However, more long term efficacy, indicated by continued symptom reduction three
months after treatment, could be only be found for the online group.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

Depression is a one of the most common mental disorders among
adults. It is associated with significant impairments in health and
functional status, as well as with high economic and personal costs
(Andrews et al., 2001). The early age of onset, high prevalence rate and
often long-term nature of depression make it a major public health
problem that generates large direct and indirect costs for the
depressed person as well as for society (Richards, 2011). In Europe
for the year 2010 the annual cost of depression per patient was
estimated at €3034 with an estimated number of 30.3 million people
affected (Olesen et al., 2012). These costs are incurred despite the fact
that the vast majority of people suffering from depression do not

access treatment (Collins et al., 2004). Barriers to assessing effective
treatment include fear of stigma, lack of time, long waiting times,
geographic distance to mental health services, or unwillingness to
disclose psychological problems (Collins et al., 2004). Internet-based
interventions may help to overcome these obstacles. Andersson and
Cuijpers found a strong influence of therapist support on treatment
outcome in their 2009 meta-analysis of 12 internet-based randomized
controlled trials for depression, (Andersson and Cuijpers, 2009).
Computerized interventions with therapist support showed a mean
between-group effect size of d¼ .61, which is comparable with face-to-
face treatment for depression, whereas interventions with little or no
therapist contact had significantly smaller treatment effect sizes,
averaging d¼ .25. A recently published meta-analysis, including data
from 25 controlled trials, supports these previous findings and found
effect sizes ranging from d¼ .10 to d¼1.20 (Johansson and Andersson,
2012). The authors categorized the studies by type of human contact.
Category 0 was used for no human contact at all throughout the
treatment, category 1 for therapist contact only before treatment,

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/jad
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Evidenzbasierte Evaluation von Psychotherapieformen bei Depression

Welche Therapieform ist bei Depression wirksamer?

Online Psychotherapie Klassische Psychotherapie
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Evidenzbasierte Evaluation von Psychotherapieformen bei Depression

Becks Depressions-Inventar (BDI) zur Depressionsdiagnostik

0 - 8 keine Depression

9 - 13 minimale Depression

14 - 19 leichte Depression

20 - 28 mittelschwere Depression

29 - 63 schwere Depression
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Experimentelle Simulation

• Zufällige Zuordnung mittelschwer Depressionserkrankter zu Online vs. Klassisch

• Im Wesentlichen identisches Behandlungsprotokoll in beiden Gruppen

• 8 Wochen Kognitive Verhaltenstherapie nach Hautzinger (2021).

• Im Online Kontext nur schriftliches Feedback.

Theorie

• Es gibt Evidenz das internet-basierte Interventionen effektiv sind.

• Es gibt Evidenz das Therapeuten-geleitete effektiver als selbstgeleitete Interventionen sind.

Datenvorhersage

• Die BDI-Differenzen zwischen Prä- und Posttherapie unterscheiden sich nicht.

Wagner, Horn, and Maercker (2014)
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Datenanalyse

the demographic variables. In the online group the only demo-
graphic difference found was that dropouts were older than
completers, t(30)¼�2.33, po .05. Regarding symptom levels, no
significant differences were found between dropouts and com-
pleters on any of the baseline measures.

3.3. Treatment recovery

Recovery was defined as BDI-II at post-treatment measurement
of ≤10. No difference was found between groups with regard to
recovery after treatment χ²(1)¼ .06, p¼ .80 or at 3-month follow-
up χ²(1)¼2.94, p¼ .08. At post-treatment, 53% in the online-group
and 50% in the face-to-face group showed a clinically significant
change. Although the increases were not significant, at 3-month
follow-up the online group showed a increased recovery rate of
57% while the face-to-face group's recovery rate had decreased to
42%. In the online-group 80% of the participants who reported
mild depression at baseline received significant clinical change at
posttreatment, compared to 100% in the face-to-face group. In the
online group of the moderate to severe depressive participants
67% achieved clinical change compared to 40% in the face-to-face
group. In the severe depressed group (BDI ≥30) the online-group
achieved 40% significant change, while the face-to-face group
achieved 33%. However, no significant difference could be found
between the two interventions groups in any of the depression
categories.

4. Discussion

The aim of this non-inferiority randomized controlled trial was
to test an internet-based intervention against a comparable,

traditional face-to-face therapy for depression. To our knowledge
this is the first randomized controlled trial for depression compar-
ing both treatment forms with equivalent treatment modules and
treatment length. We assumed equal effects for the two condi-
tions. The main finding of this trial is that the internet-based
intervention is indeed equally as effective as face-to-face therapy
for depression. This is in line with previous studies comparing
face-to-face therapy with online interventions for other mental
conditions (Andrews et al., 2011; Bergstrom et al., 2010; Kaldo
et al., 2008; Spek et al., 2007). Furthermore, both interventions
showed large within group effect sizes at post-treatment for both
depressive symptoms and secondary outcomes, which confirms
findings of Nieuwsma and colleagues that a brief intervention for
depression can be effective and comparable to standard duration
of psychotherapy (Nieuwsma et al., 2012). The within group effect
size in the online-group ranged from d¼ .91 to d¼1.27 for
depression, anxiety and hopelessness. These effect-sizes confirm
the findings of Johansson et al. (2012), who found the largest effect
sizes for interventions with a high therapist involvement in their
review. The high therapist involvement in our study therefore
seems to play a major role compared to treatment effects of self-
guided interventions for depression (Johansson and Andersson,
2012).

However, analysis revealed that from post-treatment to
3-month follow-up a difference between the internet-based inter-
vention and the face-to-face group could be found. Symptom
reductions were maintained for all primary and secondary out-
comes for the online group three months after treatment. In
contrast to this, participants in the face-to-face group significantly
worsened from post-treatment to 3-month follow-up in terms of
depressive symptoms. Further, significant differences were found
for the face-to-face group from post-treatment to the 3-month
follow-up for symptoms of anxiety and automatic negative
thoughts and a nearly significant effect was observed for depres-
sion. Altogether it appears that the treatment effects from pre-
treatment to 3-month follow-up were larger in the online group
than in the face-to-face group. Moreover, at the 3-month follow-
up more participants in the online group indicated clinically
significant changes than in the face-to-face group. Reasons for
this might include that the online intervention has less personal
guidance and therefore puts a stronger focus on self-responsibility
to conduct the treatment modules and homework assignments
than the face-to-face intervention. This might evoke a stronger,
longer-lasting sense of self-efficacy in handling negative thoughts
and depressive behavior. Further, no significant difference could be
found regarding treatment satisfaction in both groups. 96% of the
participants in the online group described the contact between
therapist and themselves as personal, compared to 91% in the face-
to-face group. This conflicts with previous findings of Kaldo et al.
(2008), who found that the credibility rating of their internet-
based intervention was significantly lower than that for the face-
to-face group intervention. Interestingly, there was an almost

Table 3
Treatment satisfaction and psychotherapy utilization at postmeasurement.

Online group (n¼25) Face-to-face group (n¼28) Group comparison

Treatment satisfaction (0–10), (M, SD) 7.88 (1.66) 6.83 (2.03) t¼ .36, p¼ .11
Treatment duration (%)

Too short 32 57 χ2(1)¼3.37, po .06
Good 68 43

Contact between therapist and patient (%)
Personal 96 91 χ2(1)¼1.11, po .57
Impersonal 4 4
Do not know 0 4

Started psychotherapy by 3-month follow-up (%) 25% 20% χ2(1)¼ .04, po .83
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Fig. 2. Online intervention in comparison to a face-to-face group measured with
the Beck Depression Inventory (BDI-II) at pretest, posttest and 3-months-follow-up,
including standard error.
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Prognose zukünftigen Verhaltens und Handelns durch Big Tech

Persönlichkeitspsychologie
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Emotionsforschung
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Prognose zukünftigen Verhaltens und Handelns durch Big Tech

Selbstkonzeptforschung
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Prognose zukünftigen Verhaltens und Handelns durch Big Tech

Kaufentscheidungsverhalten

https://towardsai.net/
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Sozialverhalten
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Selbskontrollfragen

1. Definieren Sie den Begriff Psychologie.

2. Nennen Sie vier Aspekte psychologischer Wissenschaft.

3. Erläutern Sie den Begriff der psychologischen Grundlagenforschung.

4. Erläutern Sie den Begriff der anwendungsorientierten psychologischen Wissenschaft.
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